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Abstract

Recent research has shown that people can learn more new
concepts than the number of examples they are presented with.
However, these results relied on strong assumptions about
what skills and prior knowledge are required to perform this
kind of less-than-one-shot learning. This has included hav-
ing participants disentangle soft labels that fuzzily map stim-
uli to multiple concepts, interpret continuous feature weights,
and parse complex compositional statements. We propose a
novel minimal paradigm that strips away these assumptions to
explore how efficiently people can simultaneously learn visual
and symbolic concepts. We show theoretically that it should be
possible to learn up to 2k−1 binary features from k examples,
and to learn up to 22k−1

unique combinations of those features.
We validate this empirically, showing that people may be able
to learn as many as 8 novel binary features and up to 256 con-
cepts corresponding to unique compositions of those features
from just 4 examples.

Keywords: Categorization, few-shot learning; language learn-
ing; compositional generalization; machine-learning

Introduction
Significant research has gone into determining how to effi-
ciently teach people new concepts (Engelmann & Carnine,
1982), but what are the theoretical and practical limits on how
many concepts people can learn from few examples? One-
shot learning, or the ability to learn a new concept from a
single example of it, has been studied both in human and
machine learning settings (Fei-Fei et al., 2006; Lake et al.,
2011, 2015; Tiedemann et al., 2022), but recent research has
proposed that machines (Sucholutsky & Schonlau, 2021b,a;
Sucholutskv et al., 2021) and humans (Malaviya et al., 2022;
Sucholutsky, Zhao, & Griffiths, 2024) may be capable of less-
than-one-shot (LO-shot) learning, where there are more novel
concepts or categories than the number of training examples.

Initial studies on LO-shot learning leveraged “soft labels”
(e.g., “this image of a handwritten digit looks 20% like the
number 3, 30% like the number 8, and 50% like the number
9”) as a way to associate information about multiple cate-
gories with each training example that learners could disen-
tangle to learn about multiple categories at once. For exam-
ple, these studies showed that people could learn 3 categories
from 2 soft-labeled examples (Malaviya et al., 2022). How-
ever, while soft labels are highly informative (Sucholutsky,
Battleday, et al., 2023), they are often quite counter-intuitive
(Collins et al., 2023).

Recently, Sucholutsky, Zhao, & Griffiths (2024) showed
that by leveraging cognitive mechanisms such as decompo-
sition, contrasting, and compositional generalization, people
could be taught 22 concepts from 4 training examples. How-
ever, this study relied on several strong assumptions including
that a teacher can map training stimuli to continuous feature
weights (e.g., “this creature is 20% tall and has 40% quantity
of limbs”), that learners have strong numerical priors and can
interpret those weights, and that learners have strong linguis-
tic priors and can interpret complex compositional statements
(e.g., “object B is similar to object A but with 80% feature F
and much less feature G”). While this study identified mech-
anisms that are sufficient for LO-shot learning, it remains un-
clear what mechanisms or priors are neccessary.

Our aim in the current study is to find a minimal set of
naturalistic assumptions that can enable people to learn more
concepts than the number of available training examples. En-
gelmann & Carnine (1982) argue that people can learn almost
any binary feature from simple contrasting examples (e.g.,
“this line is horizontal, this line is not horizontal”). We note
that a set of k stimuli has 2k−1 possible unique contrast com-
binations (e.g., Object 1 has feature A, but Objects 2 and 3 do
not; Objects 1 and 3 have feature B, but Object 2 does not)
and propose that people can learn an exponential number of
binary features (one per possible unique contrast) from a few
examples. Furthermore, people can generalize to novel com-
positions of features they have learned (e.g., Murphy, 2004).
A set of c binary features can have up to 2c unique combina-
tions, so we propose that people can learn as many as 22k−1

combinations from k stimuli, a doubly-exponential number of
new concepts.

Bohn et al. (2021) suggest that three assumptions must be
met for people to learn object-label associations: 1) the stu-
dent must believe the teacher is both “cooperative and infor-
mative”, 2) the student and the teacher must have “shared
common ground” about what is being discussed, and 3) stu-
dents should retain “semantic knowledge about previously
learned word-object mappings”. We leverage these princi-
ples to design an experiment for testing the limits of human
learning from few examples with binary features by telling
participants that they are on an alien world where they must
learn the local language and use it to describe the aliens they
encounter. Participants are shown four example aliens ac-
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Figure 1: Visual summary of our experiment (adapted with permission from Sucholutsky, Zhao, & Griffiths, 2024). Everything
within the dotted lines is provided to the participants and everything between the dotted lines is what participants need to learn.
Everything within the dotted blue line is part of Phase 1 where participants compare-and-contrast k = 4 labeled alien examples
to learn 2k−1 = 8 binary features. Everything within the dotted red line is part of Phase 2 where participants label 22k−1

= 256
aliens composed of unique combinations of the features.

companied by descriptions in the alien language, where the
language consists of eight words, each corresponding to a bi-
nary feature (see Fig. 1). Participants are told that a local
expert will teach them the language (assumption 1 – coop-
erative/informative teacher) by pointing at subsets of the ex-
ample images and saying the alien word that corresponds to
them (assumption 2 – the images are shared common ground)
and participants take notes that they always have access to on
what they think each feature means (assumption 3 – retained
semantic knowledge of previous mappings).

We find that participants who receive this scaffolding and
successfully learn the eight features can correctly label novel
aliens sampled from the 256 possible combinations of fea-
tures (i.e., 252 previously unseen combinations). In other
words, people can learn as many as 8 feature concepts and
256 compositional concepts from just 4 training examples.

Background
The mind processes information compositionally (Fodor,
1983; Lake et al., 2017). We understand novel concepts from
their components (Murphy, 2004; Chomsky, 2002), create
new technologies by combining existing things (Allen et al.,
2020; Arthur, 2010; Fleming, 2001), and can envision situ-
ations that never happen before from creatively composing
other familiar elements (Bar, 2007). From language (Mon-
tague, 1970) to data structures (Sucholutsky, Zhao, & Grif-
fiths, 2024), compositionality has been a central theme in un-
derstanding how a computational agent can efficiently learn
from few data (Lake et al., 2015; Goodman et al., 2008), and
generalize robustly to new situations (Gershman et al., 2015;
Zhao et al., 2022).

We often use binary features to describe objects when com-
municating in the real world, often encoded as adjectives
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(e.g., a big, fuzzy, red dog). People can learn binary fea-
tures from a set of positive and negative examples of that fea-
ture (Engelmann & Carnine, 1982) – e.g., “this is a big dog”,
“this is a small dog”. If the feature activations are not per-
fectly correlated across all of the examples, then people can
learn multiple unique features from the same set of examples
(e.g., “this is a big, red dog”, “this is a small, red dog”, “this
is a big, blue dog”).

A set of k stimuli can support 2k unique binary ac-
tivation patterns, or ‘feature codes’. Formally, we de-
fine a feature code for feature φi and stimuli s1, ...,sk
as the sequence φi(Sk) := φi(s1), ...,φi(sk) where φi(s j) =
1 if φi is activated for s j, and φi(s j) = 0 otherwise.
For example, a set of 3 stimuli can have feature codes
{000,001,010,100,011,101,110,111}. However, without a
visual prior for what it means for a feature to be activated,
learners cannot disentangle features encoded with reciprocal
codes like 100 and 011 (we denote the reciprocal of a feature
code φi(Sk) by φ̄i(Sk)). Thus, a set of k stimuli can be used to
teach at most 2k−1 binary features. The choice of the k stim-
uli, or the ‘curriculum’, is then crucial in supporting this kind
of exponential feature learning. The stimuli must be carefully
selected such that no features are perfectly correlated across
the stimuli (i.e., no features have identical or reciprocal codes;
φi(Sk) ̸= φ j(Sk) and φi(Sk) ̸= φ̄ j(Sk) for all i ̸= j).

People are also capable of generalizing to novel composi-
tions of previously learned features or concepts (Kemp et al.,
2010; Zhao et al., 2024) and these compositions can them-
selves be considered (complex) concepts(Murphy, 1988). For
c binary features, there are 2c possible unique combinations.
Formally, we define a combination code for stimulus s j and
features φ1, ...,φc as the sequence Φc(s j) := φ1(s j), ...,φc(s j).
Thus from k training example stimuli, people may be able to
learn 2k−1 binary features (i.e., learning from a set of exam-
ple stimuli defined by Φ2k−1

(Sk)) and in turn recognize 22k−1

unique combinations of those features (i.e., generalize to a

much larger set of stimuli defined by Φ2k−1
(S22k−1

)).
This suggests that people, and perhaps machines, may be

able to learn a doubly-exponential number of compositional
concepts from a small number of examples (see 1 for a vi-
sual summary). However, we note two caveats that may limit
this ability. First, it is unclear whether binary features can be
learned exclusively from positive examples, or if at least some
negative examples are required (i.e., can a feature code con-
sisting only of 1s be used). Second, any communication chan-
nel is likely to be noisy (e.g., a learner may misinterpret some
examples or labels) and redundant bits may be necessary in
the feature codes in practice for error-correction (Hamming,
1950) to make the learning and generalization robust.

Testing Binary LO-Shot Learning

To validate these theoretical results, we conduct an experi-
ment where participants learn from k = 4 stimuli encoding 8
binary features that support 256 unique combinations.

Methods
Participants We recruited 100 participants through Pro-
lific (47 females, Mage = 40 ± 11). Two participants were
excluded from analysis who failed to correctly respond to
two attention checks, leaving us 98 participants in total. The
task took 29±15 minutes and participants were compensated
$6 for their time. All participants gave informed consent
prior to the study, in accordance with an approved Princeton
University IRB protocol (#10859).

Material We generated images of an alien creature speci-
fied by eight binary features assigned to made-up monosyl-
labic words:

Zorp - body shape is circle (or not),
Vex - body is solid (or not),
Brin - top antenna is dashed (or not),
Quib - top tip is solid (or not),
Nok - left antenna is dashed (or not),
Frek - left tip is solid (or not),
Larz - right antenna is dashed (or not),
Yolm - right tip is solid (or not).

Training examples are visualized in the Phase 1 interface in
Figure 3 and summarized by the following matrix, where
rows correspond to feature codes, and columns correspond
to training example combinations.

Φ
8
1(S

4
1) =



Alien1 Alien2 Alien3 Alien4
Zorp 0 0 1 1

Vex 0 1 0 1
Brin 0 0 0 1
Nok 1 0 0 0
Larz 0 0 1 0
Quib 0 1 0 0
Frek 1 0 0 1
Yolm 1 1 1 1



Design and procedure The experiment consisted of 2
phases.

Phase 1, Language/Feature Learning: Each participant was
first pre-trained on two simple practice trials (see Fig. 2)
so that they could familiarize themselves with the Phase 1
interface and the compare-and-contrast learning strategy that
they would need to use throughout it. Participants were then
shown the 4 training aliens with labels only corresponding to
one of the features (see Fig. 3) and told that a ‘local expert
points at [some] of them and says [feature name]’ before
being asked to write a free text response of what they think
that feature name means. This was repeated for each of the
8 features. Each response was saved into the participant’s
‘notes’ which were available to them throughout the entirety
of both Phases 1 and 2. Phase 1 satisfies all 3 assumptions
discussed above that Bohn et al. (2021) propose are required
for learning object-label associations, and provides scaffold-
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Figure 2: Pre-training and scaffolding for Phase 1, Lan-
guage/Feature Learning. Before working with the Phase 1 in-
terface, participants were first pre-trained on two simple prac-
tice trials (first trial pictured here) to familiarize them with the
interface and the compare-and-contrast learning strategy.

ing for participants before they move on to Phase 2.

Phase 2, Generalization: Each participant was presented with
30 aliens (one at a time) with 5 five aliens fixed for all partic-
ipants (those with combination codes {11111011, 11111100,
11111101, 11111110, 11111111}) and 25 aliens randomly
sampled for each participant from the remaining 251 possible
unique combinations of the binary features. Participants were
asked to select which of the 8 features they believed applied
to the presented alien (see Fig. 4).

Participants were evenly split into two groups. The ex-
perimental group went through both phases while the control
group only went through Phase 2.

AI models We also repeat the experiment with two types
of AI systems: multimodal vision-language models (VLMs),
and unimodal vision-only models. To understand the limits
of current AI capabilities, we use the state-of-the-art Ope-
nAI o1 model (Jaech et al., 2024) from the Azure OpenAI
API as our VLM, and to analyze the contribution of having
strong language priors and cross-modal alignment to the AI
system’s ability to perform the task (Chen et al., 2024), we
compare o1’s performance to logistic classifiers trained on
dimensionality-reduced embeddings (top 2 principal compo-

Figure 3: Interface for Phase 1, Language/Feature Learning.
Participants were shown the 4 training example images with
only one feature word at a time and are asked to write down
what aspect of the aliens’ bodies they believe this feature is
describing. As participants progress through all 8 features in
Phase 1, their responses to already-seen features appear in the
top-right cell.

Figure 4: Interface for Phase 2, Generalization. Participants
were shown the 4 training example images and their full de-
scriptions, the responses the participant entered during phase
1, and a new unlabeled alien image. Participants are asked
to pick which (if any) of the features apply to the unlabeled
alien.
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Figure 5: Human participant feature learning accuracy during
Phase 1. The red line denotes average accuracy across all 8
features and the dotted line corresponds to chance-level per-
formance. Error bars correspond to standard errors.

Figure 6: Participants in the experimental condition (partici-
pated in both Phase 1 and 2) had higher test accuracy (i.e.,
fully correct labels where all eight features were correctly
turned on/off) during Phase 2 than the control group (partici-
pated in Phase 2 only). We show accuracy both with (orange)
and without (green) considering the ‘yolm’ feature which had
only positive examples.

nents outputted by PCA; Wold et al., 1987) from two state-
of-the-art vision models, OpenSelfSup1 implementations of
BYOL (Grill et al., 2020) and MOCO (He et al., 2020).

1https://github.com/Berkeley-Data/OpenSelfSup

Figure 7: Per-feature labeling accuracy during Phase 2 for
human participants in control and experiment conditions, a
VLM in control and experiment conditions, and two vision-
only AI models. The dotted line corresponds to chance-level
performance. Error bars are standard errors.

Results

People can learn exponentially many binary features
from a few examples Participants successfully learned
the mapping between features and labels (see Figure 5).
A one-sample t-test confirmed that participants’ learning
accuracy (M = 0.65± 0.3) was significantly above chance,
t(47) = 14.95, p < 2.2 × 10−16. As shown in Figure 5,
learning accuracy among features were not perfectly even.
However, a chi-square goodness-of-fit test did not reveal
strong evidence that learning accuracy across features devi-
ates from a uniform distribution (χ2(7) = 12.88, p = 0.075).

People may be able to learn some binary features from
only positive examples One particularly intriguing finding
is that 23 participants out of the total 48 were able to correctly
deduce the meaning of ‘yolm’ (Figure 5), despite this feature
being activated for all 4 training aliens (i.e., no negative
examples). An exact binomial test revealed a significant
deviation from chance, p < 2.2 × 10−16, 95% CI = [0.33,
0.63]. It is possible that some participants were able to do
this by inferring that the yolm feature should a) have similar
complexity or qualitative properties to the other features,
and b) that it should be learnable and non-trivial (e.g., that it
should not just generically refer to all aliens). This suggests
that pragmatics may play an important role in supporting
generalization when learning in such data-sparse settings.

Scaffolding and satisfying the three assumptions
from Bohn et al. (2021) improves LO-shot fea-
ture learning During the test phase, participants
in both the experiment and control groups success-
fully labeled the novel aliens significantly above chance
(t(97) = 7.97, p = 1.588×10−12). Participants in the exper-
iment group who went through Phase 1 and systematically
learned each feature one-by-one using a compare-and-
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contrast learning strategy, performed significantly better in
Phase 2 (M = 0.4± 0.4) than participants from the control
group who did not go through Phase 1 (M = 0.2 ± 0.3),
t(90.89) = 2.32, p = 0.02,95% CI: [0.024,0.311] (see Fig-
ure 6; we note that the accuracy gap between control and
experiment conditions may be even greater when accuracy
is measured after excluding the ‘yolm’ feature that had only
positive examples).

Similarly, the VLM in the experimental condition
(M = 0.76±0.21) significantly outperformed the VLM when
it was in the control condition (M = 0.5 ± 0.01) where its
performance dropped to approximately chance levels. This
suggests that scaffolding learning by focusing on each feature
individually while satisfying the three assumptions proposed
by Bohn et al. (2021) may be an important component (for
both humans and machines) for learning successfully in
settings like ours where there are few examples but with high
information density.

People can learn a doubly-exponential number of con-
cepts from a few examples Unlike during feature learning,
during the Phase 2 test labeling for the experiment group,
accuracy across features was significantly different from
being uniform, χ2(7) = 45.65, p = 1.02 × 107 (Figure 7).
Participants who did better during learning also achieved
higher performance in the test phase (Figure 8). A linear
regression analysis revealed that feature learning accuracy in
Phase 1 was a significant predictor of test accuracy in Phase
2, β = 1.08,F(1,46) = 91.46, p < 1.65×1012,R2 = 0.67.

VLMs and human participants outperform vision-only AI
systems Repeating the experiment with two vision-only AI
models we find that people and VLMs both greatly outper-
form the two vision-only models which perform at chance
levels for all features other than Zorp and Vex (Figure 7).
These results suggest that strong language priors and cross-
modal alignment may be important contributors to learning
new concepts from few examples.

Conclusion

Humans have an incredible ability to learn from very little
data and in this study we aimed to probe the limits of just
how many new concepts people could learn from a few ex-
amples. We empirically showed that people can learn up to
8 binary features and 256 compositional concepts from just
4 examples, which validated our theoretical prediction that
it should be possible to learn 2k−1 binary features and 22k−1

combinations of those features from k carefully chosen and
labeled examples.

In practice, people are able to re-evaluate and rapidly up-
date their beliefs about feature mappings. We saw this in
the post-experiment free-text feedback responses of some of
the participants who mentioned having changed what they
think certain feature names corresponded to during the course

Figure 8: Relationship between feature learning accuracy
during Phase 1 and test performance during Phase 2 for par-
ticipants in the experiment condition. Participants are in two
groups based on their feature learning accuracy being either
above (upper; blue dots and line) or below (lower; orange
dots and line) a threshold of 0.5, with a line of best fit plotted
for each group.

of the experiment. This can still be considered LO-shot
learning, as even though participants see additional alien im-
ages, they are unlabeled and participants receive no feed-
back/supervision on the labels they propose for these images.
Future work should explore this backtracking ability both the-
oretically and empirically as a possible additional contributor
to human less-than-one-shot learning abilities.

We further note that people’s ability to learn this way may
be hampered by factors like working memory limitations,
noisy feature interpretations, and misaligned priors or repre-
sentations (Sucholutsky, Muttenthaler, et al., 2023; Sucholut-
sky, Collins, et al., 2024). Our study examines the theoretical
extreme limits of learning many concepts in the binary feature
learning setting. Overall, our results suggest a more effective
and naturalistic set of mechanisms that may enable humans to
perform less-than-one-shot learning, acquiring an exponen-
tial number of features and a doubly-exponential number of
new concepts from very few training examples.
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