Burn-in, bias, and the rationality of anchoring
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Abstract

Bayesian inference provides a unifying framework for learning, reasoning, and
decision making. Unfortunately, exact Bayesian inference is intractable in all
but the simplest models. Therefore minds and machines have to approximate
Bayesian inference. Approximate inference algorithms can achieve a wide range
of time-accuracy tradeoffs, but what is the optimal tradeoff? We investigate time-
accuracy tradeoffs using the Metropolis-Hastings algorithm as a metaphor for the
mind’s inference algorithm(s). We characterize the optimal time-accuracy trade-
off mathematically in terms of the number of iterations and the resulting bias
as functions of time cost, error cost, and the difficulty of the inference problem.
We find that reasonably accurate decisions are possible long before the Markov
chain has converged to the posterior distribution, i.e. during the period known as
“burn-in”. Therefore the strategy that is optimal subject to the mind’s bounded
processing speed and opportunity costs may perform so few iterations that the
resulting samples are biased towards the initial value. The resulting cognitive pro-
cess model provides a rational basis for the anchoring-and-adjustment heuristic.
The model’s quantitative predictions match published data on anchoring in numer-
ical estimation tasks. In conclusion, resource-rationality—the optimal use of finite
computational resources—naturally leads to a biased mind.

1 Introduction

What are the algorithms and representations used in human cognition? This central question of cog-
nitive science has been attacked from different directions. The heuristics and biases program started
by Kahneman and Tversky [1] seeks to constrain the space of possible algorithms by the systematic
deviations of human behavior from normative standards. This approach has demonstrated a large
number of cognitive biases, i.e. systematic “errors” in human judgment and decision-making that are
thought to result from people’s use of heuristics [1]. Heuristics are problem-solving strategies that
are simple and efficient but not guaranteed to find optimal solutions. By contrast, Bayesian models of
cognition seek to identify and understand the problems solved by the human mind, and to constrain
the space of possible algorithms by considering the optimal solutions to those problems [2].

Bayesian models and heuristics characterize cognition at two different levels of analysis [3], namely
the computational and the algorithmic level respectively. Explanations formulated at the computa-
tional level do not specify psychological mechanisms, but they can be used to derive or constrain
psychological process models [3]. Conversely, heuristics can be thought of as algorithms that ap-
proximate the solutions to a Bayesian inference problems. Thus approximate inference algorithms,



such as sampling algorithms and variational Bayes, can inspire models of the psychological mecha-
nisms underlying cognitive performance. In fact, models developed in this way (e.g. [4—7]) provide
a rational basis for established psychological process models such as the Win-Stay-Lose-Shift algo-
rithm [6] and exemplar models [5], as well as cognitive biases such as probability matching [6, 7].
Such rational process models are informed by the teleological constraint that they should approxi-
mate Bayesian inference as well as by processing constraints on working memory (e.g. [6]) or com-
putation time (e.g. [7]). In addition to the success of these models—which are based on sampling
algorithms—there is some direct experimental evidence that speaks to sampling as a psychological
mechanism: people appear to sample from posterior probability distributions when making predic-
tions [8, 9], categorizing objects [10], or perceiving ambiguous visual stimuli [11, 12]. Furthermore,
sampling algorithms can be implemented in biologically plausible networks of spiking neurons [13],
and individual sampling algorithms are applicable to a wide range of problems including inference
on complex structured representations. In what follows, we will therefore use sampling algorithms
as our starting point for exploring how the human mind might perform probabilistic inference.

The problem of having to trade off accuracy for speed is ubiquitous not only in machine learning
and artificial intelligence, but also in human cognition. The mind’s bounded computational resources
necessitate tradeoffs. Ideally these tradeoffs should be chosen such as to maximize expected utility
net the cost of computation. In Al this problem is known as rational meta-reasoning [14], and it has
been formalized in terms of maximizing the value of computation (computational utility) [15-17].
One may assume that evolution and cognitive development have endowed the mind with the meta-
cognitive ability to stop thinking when the expected improvement in accuracy falls below the cost
of thought. Therefore, understanding optimal time-accuracy tradeoffs may benefit not just Al but
also cognitive modelling. In cognitive science, a recent analysis concluded that time costs make
it rational for agents with bounded processing speed to decide based on very few samples from
the posterior distribution [7]. However, generating even a single perfect sample from the posterior
distribution may be very costly, for instance requiring thousands of iterations of a Markov chain
Monte Carlo MCMC) algorithm. The values generated during this burn-in phase are typically
discarded, because they are biased towards the Markov chain’s initial value. This paper analyses
under which conditions a bounded rational agent should decide based on the values generated in the
burn-in phase of its MCMC algorithm and tolerate the resulting bias. The results may further our
understanding of resource-rationality—the optimal use of finite computational resources—which may
become a framework for developing algorithmic models of human cognition as well as Al systems.
We demonstrate the utility of this resource-rational framework by presenting an algorithmic model
of probabilistic inference that can explain a cognitive bias that might otherwise appear irrational.

2 The Time-Bias Tradeoff of MCMC Algorithms

Exact Bayesian inference is either impossible or intractable in most real-world problems. Thus nat-
ural and artificial information processing systems have to approximate Bayesian inference. There
is a wide range of approximation algorithms that could be used. Which algorithm is best suited
for a particular problem depends on two criteria: time cost and error cost. Iterative inference al-
gorithms such as MCMC gradually refine their estimate over time allowing the system to smoothly
adjust to time pressure. This section formalizes the problem of optimally approximating probabilis-
tic inference for real-time decision-making under time costs for a specific MCMC algorithm, the
Metropolis-Hastings algorithm [18].

2.1 Problem Definition: Probabilistic Inference in Real-Time

The problem of decision-making under uncertainty in real-time can be formalized as the optimiza-
tion of a utility function that incorporates decision time [19]. Here, we analyze the special case that
we will use to model a psychology experiment in Section 3. In this special case, actions are point
estimates of the latent variable of a Normal-Normal model,

P(X) = N(pp,07), P(Y|X =2) =N (z,07), (1)

where X is unknown and Y is observed. The utility of predicting state a when the true state is x
after time ¢ is given by the function

u(a,z,t) = —costegor(a,z) —c-t. 2)



This function has two terms—error cost and time cost—whose relative importance is determined by
the time cost ¢ (opportunity cost per second).

In certain situations the mind may be faced with the problem of maximizing the utility function
given in Equation 2 using an iterative inference algorithm. Under this assumption the reaction time
in Equation 2 can be modeled as a linear function of the number of iterations ¢ used to compute the
decision, with

t =1i/v + to, [v] = iterations/sec. 3)

The slope of this function is the system’s processing speed v measured in iterations per second, and
the offset ¢y is assumed to be constant. The next section solves this bounded optimality problem
assuming that the mind’s inference algorithm is based on MCMC.

2.2 A Rational Process Model of Probabilistic Inference

We assume that the brain’s inference process iteratively refines an approximation () to the posterior
distribution. The first iteration computes approximation (1 from an initial distribution Q, the ™
iteration computes approximation (); from the previous approximation @);_1, and so on. Under
the assumption that the agent updates its belief according to the Metropolis-Hastings algorithm
[18], the temporal evolution of its belief distribution can be simulated by repeated multiplication
with a transition matrix 7 @Q;11 = T - Q. Each element of T is determined by two factors:
the probability that a transition is proposed, i.e. Ppropose(Zi, ;) = N(zi;p = 2, o?), and the

probability that this proposal is accepted, i.e. a(z;, z;) = min {1 Plaily) Poropose(2;,21) } In brief,

Pl [9) Proroone (@125
Tiyj = Ppropose(xi7xj) . a(a;i, x]-),

Concretely, the psychological process underlying probabilistic inference can be thought of as a se-
quence of adjustments of an initial guess, the anchor zy. In each iteration a potential adjustment
is drawn from a Gaussian distribution with mean zero (§ ~ N(0,0?)). The adjustment will either
be accepted, i.e. z1y1 = x¢ + 9, or rejected, i.e. x441 = z;. If a proposed adjustment makes
the estimate more probable (p(x; + 0) > p(x;)), then it will always be accepted. Otherwise the

adjustment will be made with probability o = £ gf(;'f)‘s ), i.e. according to the posterior probability

of the adjusted relative to the unadjusted estimate. This simple scheme implements the Metropolis-
Hastings algorithm [18] and thereby renders the sequence of estimates (zq, 1, 22, - -) a Markov
chain converging to the posterior distribution. Beyond this instantiation of MCMC we assume that
the mind stops after the optimal number of (potential) adjustments that will be derived in the follow-
ing subsections. This algorithm can be seen as a formalization of anchoring-and-adjustment [20]
and therefore provides a rational basis for this heuristic.

2.3 Bias decays exponentially with the number of MCMC Iterations

The bias of a probabilistic belief ) approximating a normative posterior P can be measured by the
absolute value of the deviation of its expected value from the posterior mean,

Bias[Q; P] = [Eq[X] — Ep[X]|. )

If the proposal distribution is positive, then the distribution (); that the Metropolis-Hastings algo-
rithm samples from in iteration ¢ converges to the posterior distribution geometrically fast under mild
regularity conditions on the posterior [21]. Here, the convergence of the sampling distribution Q; to
the posterior P was defined as the convergence of the supremum of the absolute difference between
the expected values Eq,[f(X)] and Ep[f(X)] over all functions f with Vz : || f(z)| < V(z) for
some function V' that depends on the posterior. Using this theorem, one can prove the geometric
convergence of the bias of the distribution (); to zero and the geometric convergence of the expected

utility of actions sampled from (@), to the expected utility of actions sampled from P:
IM,r € R : Bias[Qy; P] < M -, )
and |Eq, (4) [EE(a)] — Ep(a) [EE(a)]| < M - 17,

where EE(a) is Ep(x) [cOSterror(a, )], and the tightness of the bound M, the initial bias, and the
convergence rate r are determined by the chosen proposal distribution, the posterior, and the initial
value.



We simulated the decay of bias in the Normal-Normal case that we are focussing on (Equation 1)
and costerror(a, ) = ||a — x||. All Markov chains were initialized with the prior mean. Our results
show that the mean of the sampling distribution converges geometrically as well (see Figure 1). Thus
the reduction in bias tends to be largest in the first few iterations and decreases quickly from there
on, suggesting a situation of diminishing returns for further iterations: an agent under time pressure
may do well stopping after the initial reduction in bias.

Bias Decays Exponentially
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Figure 1: Bias of the mean of the approximation Qy, i.e. |E[X,;] — E[X|Y = y]| where X; ~ @y, as
a function of the number of iterations ¢ of our Metropolis-Hastings algorithm. The five lines show
this relationship for different posterior distributions whose means are located 1o, - - - , 50, away
from the prior mean (o, is the standard deviation of the prior). As the plot shows, the bias decays
geometrically with the number of iterations in all five cases.

2.4 Optimal Time-Bias Tradeoffs

This subsection combines the result reported in the previous subsection with time costs and computes
the optimal bias-time tradeoffs depending on the ratio of time cost to error cost and on how large
the initial bias is. It suggests that intelligent agents might use these results to choose the number
of MCMC iterations according to their estimate of the initial bias. Formally, we define the optimal
number of iterations ¢* and resulting bias b* as

,1:*

argmax IE [u(a;, z,to + i/v)|Y =y, where a; ~ Q; 6)
b* = Bias[Q; P] @)

using the variables defined above. If the upper bound in Equation 5 is tight, then the optimal number
of iterations and the resulting bias can be calculated analytically,

% _ 1 1
N S - (log(c) — M -log(M -log(/r))) (8)
o< Tog (1) &)

Figure 2 shows the optimal number of iterations for various initial distances and ratios of time cost
to error cost (c), and Figure 3 shows the resulting biases. Over a large range of time cost to error
cost ratios, the optimal number of iterations is about 10 and below. Thus by the standard use of
MCMC algorithms, the samples used in the resource-rational decisions would have been discarded
as “burn-in”. As one might expect, the optimal number of iterations increases with the distance
from initial value to the posterior mean, but the conclusions hold regardless of those differences. As
a result, rational agents should tolerate a non-negligible amount of bias in their approximation to the
posterior.
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Figure 2: Number of iterations ¢* that maximizes the agent’s expected utility as a function of the
ratio between the cost per iteration and the cost per unit error. The five lines correspond to the same
posterior distributions as in Figure 1.
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Figure 3: Bias of the approximate posterior (Equation 4) after the optimal number of iterations
shown in Figure 2. The five lines correspond to the same posterior distributions as in Figure 1.

Contrary to traditional recommendations to run MCMC algorithms for thousands of iterations (e.g.
[22]) our analysis suggests that the resource-rational number of iterations for real-time decision-
making can be about two orders of magnitude lower. This implies that real-time decision-making
can and should tolerate bias in exchange for speed. In separate analyses we found that the tolerable
bias is even higher for decision problems with non-linear error costs. In predicting a binary random
variable with 0 — 1 loss, for instance, bias has almost no effect on accuracy unless it pushes the
agent’s probability estimate across the 50% threshold (see Figure 4). These surprising insights have
important impications for modelling mental algorithms and cognitive biases, as we will illustrate in
the next section.
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Figure 4: Expected number of correct predictions of a binary event from 16 samples as a function
of the bias of the belief distribution from which these samples are drawn. Different lines correspond
to different degrees of predictability. As the belief becomes biased, the expected number of correct
predictions declines gracefully and stays near its maximum for a wide range of biases; especially if
the predictability is high. This illustrates that biased beliefs can support decisions with high utility.
Therefore the value of reducing bias can be rather low.

3 A rational explanation of the anchoring bias in numerical estimation

The resource-rationality of biased estimates might be able to explain why people’s estimates of
certain unknown quantities (e.g. the duration of Mars’s orbit around the sun) are systematically
biased towards other values that come to mind easily (e.g. 365 days). This effect is known as the
anchoring bias. The anchoring bias has been explained as a consequence of people’s use of the
anchoring-and-adjustment heuristic [1]. The anchoring-and-adjustment heuristic generates an initial
estimate by recalling a related quantity from memory and adjusts it until a plausible value is reached
[20]. Epley and Gilovich have shown that people use an anchoring-and-adjustment for unknown
quantities that call to mind a related value by demonstrating that the anchoring bias decreases with
subjects’ motivation to be accurate and increases with cognitive load and time pressure [20, 23, 24].

Here we model Experiment 1B from [20]. In this study, one group of 54 subjects estimated six
numerical quantities including the duration of Mars’s orbit around the sun and the freezing point of
vodka. Each quantity was chosen such that subjects would not know its true value but the value of
a related quanity (i.e. the intended anchor, e.g. 365 days and 32°F). Another group was asked to
provide plausible ranges ([l;, u;], 1 < i < 6) for the same quantities. If responses were sampled
uniformly from the plausible values or a Gaussian centered on their mean, then mean responses
should fall into the center of the plausible ranges. By contrast, the first group’s mean responses
deviated significantly from the center of the plausible range towards the anchor; the deviations were
measured by dividing the difference between the mean response and the range endpoint nearest the
intended anchor by the range of plausible values (“mean skew”). Thus subjects’ adjustments were
insufficient, but why? Our model explains insufficient adjustments as the optimal bias-time tradeoff
of an iterative inference algorithm that formalizes the anchoring-and-adjustment heuristic.

3.1 Modelling Estimation as Probabilistic Inference

When people are asked to estimate numerical quantities they appear to sample from an internal
probability distribution [25]. For quantities such as the duration of Mars’s orbit around the sun the
process computing those distributions may be reconstruction from memory. Reconstruction from
memory has been shown to combine noisy memory traces y with prior knowledge about categories
p(X) into a more accurate posterior belief p(X |y) [26,27]. For other quantities such as the duration
of Mars’ orbit there may be no memory trace of the quantity itself, but there will be memory traces
of related quantities. In either case the relation between the memory trace and the quantity to be



estimated is probabilistic and can be described by a likelihood function. Therefore estimation always
amounts to combining noisy evidence with prior knowledge. The six estimation tasks were thus
modelled as probabilistic inference problems.

The unknown posterior distributions were approximated by Gaussians with a mean equal to the
actual value and a variance such that the 95% posterior credible intervals are as wide as the plausible

Ui —

ranges reported by the subjects (0; = z= (0‘975)751;1 ©.025) ). Epley and Gilovich [20] assumed that

the anchoring-and-adjustment process starts from self-generated anchors, such as the duration of
a year in the case of estimating the duration of Mars’ orbit. The initial distributions were thus
modelled by delta-distributions on the subjects’ self-generated anchors. Considered adjustments
were assumed to be sampled from N (p = 0,0 = 10). Thus numeric estimation can be modelled
as probabilistic inference according to our rational model. The model’s optimal bias-time tradeoff
depends only on the ratio of the cost per iteration to the cost per unit error. This ratio (¢ = ¢/v) was
estimated from subjects’ mean responses reported in [20] by weighted least squares. The weights
were the precisions (inverse variances) of the assumed posterior distributions. The resulting point
estimate was used to predict subjects’ mean responses.

3.2 Results

Figure 5 illustrates the model-fit in terms of the adjustment scores. The predicted adjustment scores
are highly correlated with those computed from subjects’ responses (r = 0.95). Importantly, when-
ever the experiment found an insufficient adjustment (skew < 0.5) this is also predicted by our
model. Conversely, in the one condition where the experiment did not find an insufficient adjust-
ment that is also what our model predicts. Thus the anchoring bias reported in [20] may result from a
resource-rational probabilistic inference algorithm. In another study (Experiment 2C in [20]) Epley
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Figure 5: Comparison of people’s mean adjustment scores in the six estimation tasks of [20] with
those predicted by our model. The model achieves a good fit with just a single parameter. The
correlation between predicted and measured adjustment scores is about 0.95.

and Gilovich found that the anchoring bias was stronger when while estimating numerical quantities
subjects had to remember an eight-letter string (high cognitive load) than when they did not(low cog-
nitive load). We used this data set to assess the model’s validity. If the model’s parameter ¢ measures
the relative cost per iteration, then its estimate should be higher when the simultaneous performance
of an additional task restricts subjects’ computational resources. This is indeed what we found. For
subjects under high cognitive load the estimated relative cost per iteration (¢nusy = 0.31) was higher
than for subjects under low cognitive load (Cpotbusy = 0.18). This is consistent with the parameter’s
intended interpretation, and the resulting model predictions captured the increases of the anchoring
bias under cognitive load.

4 Discussion

In this article we have performed a resource-rational analysis of the Metropolis-Hastings algorithm.
Across a wide range of time costs the resource-rational solution performs so few iterations that
the resulting estimates are biased towards the initial value. This provides a rational basis for the
anchoring-and-adjustment heuristic [1] as a previous analysis [28] did for the representativeness



heuristic [1]. By deriving the anchoring-and-adjustment heuristic from a general approximate in-
ference algorithm we open the door to understanding how this heuristic should apply in domains
more complex than the estimation of a single number. From previous work in psychology, it is not
obvious what an adjustment should look like in the space of objects or events, for instance. By
reinterpreting adjustment in terms of MCMC, we extend it to almost arbitrary domains of inference.
Furthermore our model illustrates that heuristics in general can be formalized by and derived as
resource-rational approximations to rational inference. This provides a new perspective on the re-
sulting cognitive biases: the anchoring bias is tolerated because its consequences are less costly than
the time that would be required to eliminate it. Thus the anchoring bias can be interpreted as a sign
of resource-rationality rather than irrationality. This may be equally true of other cognitive biases,
because eliminating bias can be costly and biased beliefs do not necessarily lead to poor decisions
(see Figure 4).

This article illustrates the value of resource-rationality as a framework for deriving models of cog-
nitive processes. This approach is a formal synthesis of the function-first approach underlying
Bayesian models of cognition [2] with the limitations-first approach that starts from cognitive and
perceptual illusions (e.g. [1]). This synthesis can be achieved by augmenting the problems facing
the mind with constraints on information processing and solving them formally using optimization.
Rather than determining optimal beliefs and actions, this approach seeks to determine resource-
rational processes. Conversely, given a process the same framework can be used to determine the
processing constraints under which it is resource-rational. This idea is so general that it can be
applied to reverse-engineering the whole spectrum of mental algorithms and processing constraints.

Understanding the mind’s probabilistic inference algorithm(s) will require many more steps than
we have been able to take so far. We have demonstrated the resource-rationality of very few iter-
ations in a trivial inference problem for which an analytical solution exists. Thus, one may argue
that our conclusions could be specific to a simple one-dimensional inference problem. However,
our results follow from a very general mathematical property: the geometric convergence of the
Metropolis-Hastings algorithm. This property is also true of many complex and high-dimensional
inference problems [21]. Furthermore, Equation 8 predicts that if the inference problem becomes
more difficult, then the bias b* tolerated by a resource-rational MCMC algorithm increases, because
higher complexity leads to slower convergence and this means » — 1. This suggests, that resource-
rational solutions to the challenging inference problems facing the human mind are likely to be
biased, but this remains to be shown. In addition, the solution determined by our resource-rational
analysis remains to be evaluated against alternative solutions to real-time decision-making under
uncertainty. Furthermore, while our model was consistent with existing data, our formalization of
the estimation task can be questioned, and since [20] did not report standard errors, we were unable
to perform a proper statistical assessment of our model. It therefore remains to be shown whether or
not people’s bias-time tradeoff is indeed near-optimal. This will require dedicated experiments that
systematically manipulate probability structure, time pressure, and error costs.

The prevalence of Bayesian computational-level models has made a sampling based view of mental
processing attractive—after all, sampling algorithms are flexible and efficient solutions to difficult
Bayesian inference problems. Vul et al. [7] explored the rational use of a sampling capacity, arguing
that it is often rational to decide based on only one perfect sample. However, perfect samples can
be hard to come by; here we have shown that it can be rational to decide based on one imperfect
sample. A rational sampling-based view of mental processing thus leads naturally to a biased mind.
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